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Project Introduction 
When we started the project, we were interested in how the mortality rate looked across the U.S. by 

states, regions, and provinces after adjusting for population size. The question that we were trying to 

answer, looking at data for all the U.S. states and provinces, was whether there was a relationship 

between states and provinces when it came to the number of cases and deaths, and how the trends 

looked once we adjusted percentage of deaths with the state’s population size. We also created a 

linear regression model to predict the number of deaths in a state or province at a given time. After 

creating a few visualizations, we realized that compared to other states and provinces, New York 

was a covid-19 hotspot with over 200,000 confirmed cases and over 17,500 deaths by April 18th, 

2020, so we decided to look into the relationships and patterns of NY counties with high numbers of 

confirmed COVID cases. The main questions we wanted to address with the NY counties were 

whether we could predict the total number of cases per country a week in advance. Along the same 

thread, we wanted to see underlying relationships that result in high or low numbers of total cases in 

these counties. We had 2 sets of prediction models, one that used numerical features and information 

about cases/day in each county and another that did not include case/day information. Each set used 

a regular linear, lasso, ridge and elastic net regression model. We concluded that the set of models 

that had case/day information did better. Within that set, the ridge model did best if we compare 

mean absolute error. 

Data Summary and Exploratory Data Analysis 

U.S. states: ​We started with creating  a bar plot (Figure Ai) of the total confirmed cases ordered 

from lowest to greatest number of cases across all the states and provinces in the U.S. on April 18th, 

2020. Then we did the same for the total number of deaths (Figure Aii). Next, we created another bar 

plot (Figure B) that looked at the percentage of deaths (deaths/population) in each state to adjust for 



a state’s population. We then wanted to look at the distribution of deaths in U.S. states and provinces 

from January to mid-April (Figure C) with a line plot. From the plot, it is difficult to understand 

what is happening. Since multiple states shared the same color, distinguishing which line belonged 

to which state or province was almost impossible. As a result, we divided the data into 6 groups - 

regions and provinces and created line plots for the distribution of deaths and percentage of deaths 

for each group (Figure D). Lastly, we created a comparison model comparing the rmse of a range 

features using linear regression on our training data and when we cross validate (Figure E). 

NY counties: ​We created a line graph that looked at the number of cases per NY county over the 

span of several weeks from Jan - Apr 18 (Figure F). We also created a heatmap that looked at the 

correlation between the total number of cases and all of the feature columns (Figure I). This also 

helped us look to see which columns had values that were nominal data, which would later prompt 

us to  not use these columns for our prediction models. For example, we knew that county FIPS and 

federal guidelines values were not numerical data.  We then created a correlation graph that looked 

at the different feature columns’ correlation to the total number of cases in the NY (target) dataset 

(Figure H).  Number of doctors per county corresponded to the highest correlation (Figure G). We 

also made a scatter plot looking at the counties with most, least (with at least 1 confirmed case) and 

no confirmed covid cases. We plotted the number of cases to doctors per county for these 3 

respective groups of NY counties (Figure K). We then plotted a similar scatter plot that was based on 

density per square mile by the number of cases of the groups (Figure J).  
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Data Cleaning 

U.S. states​: We first checked to see which rows or columns had null values and made sure that all 

the states and provinces belonged in the U.S by checking the rows in the country region column. We 

then dropped columns that were redundant or unnecessary like latitude, longitude, country region, 

uid, code3, and admin2 and rows that contained data for cruise ships. We also merged two of the 

datasets together so that the new dataset would contain columns for total deaths and population, 

before creating a new column where we divided the deaths column by the population column for 

Figures C, D, and E. Since some states and provinces had 0 deaths, we filled the null values in this 

new column with 0s. For the line plots (Figure D), since multiple states shared the same color, 

distinguishing which line belonged to which state or province was almost impossible, so we divided 

the data into 6 groups - regions and provinces and created line plots for the distribution of deaths and 

percentage of deaths for each group. 

NY counties: ​We made sure to clean the datasets to only keep rows that were a part of the US and 

were part of NY state. When we initially made the correlation heatmap, we saw that there were some 

columns that had 0 correlation, and upon further review, noticed that the columns had nominal 

values. For certain parts of the process, such as when we made the predictive model, we had to drop 

columns that were not numerical. Other times, we would keep these nominal columns as primary 

keys to help with the data merging process. For the first visualization, (Figure F), I had to transpose 

the data so that I had the columns as NY counties and the rows as the different dates showing the 

number of confirmed cases as opposed to how it originally had the dates as columns and counties as 

rows. We also noticed that there were some columns that had null values. For most of the census 

related data about the population percentage of certain health groups, we filled in the null values 

with the mean of the column. For the model, we also cleaned the data by standardizing all the feature 

columns before training out models. 

Prediction Modeling + Methods 



We decided to create two models - one for predicting deaths in a country at any given time and one 

for predicting the total number of cases in New York counties one week into the future. 

U.S. states: ​We tried to create a model that would predict the total number of deaths in a state at a 

given time based on data from the feature columns First, we split the data into a test and train set and 

used a comparison model to see which distribution of features would give the lowest training rmse 

and also for the cross validation rmse, ensuring that we did not overfit the model and had the best 

combination of features. After trying many different combinations of features, the final features that 

we decided to use for this model were  percent confirmed, testing rate, incident rate, hospitalization 

rate, people tested, and people hospitalized because the cross validation rmse had the smallest error 

using these features. 

NY counties: ​We tried to create a model that would predict the total number of cases in the coming 

week based on feature columns and cases per day data collected since Jan 23 2020 (the start of the 

recorded data given). In other words, we would have the features such as population, population 

density, number of ICU’s as well as number of cases from 1/23/2020-4/11/2020 to predict total 

number of cases by 4/18/2020. We created a test/train split and first created a regular linear 

regression model (Figure L). We then tried to improve it by creating regularized linear models 

:lasso, ridge and elastic net (Figures M,N,O respectively). We believe that it was important to also 

regularize the models given the number of columns we were using. We wanted to add a penalty term 

to tackle the issue of potentially overfitting. The 3 types were all tested because they all have its 

strengths when it comes to how the penalty term is used. Prior to making these models, we did a 

5-fold CV to find the optimal alpha values for each respective model. We had to play around with 

different sets with varying ranges of alpha values to find the optimal alphas. We then fit our new 

models with the optimal alpha values and then finally looked at the mean absolute error (MAE) of 

the testing set.  

Interpretation and Conclusions 

U.S. states: ​From the bar plots (Figure Ai and Aii), we observed that states with more confirmed 

cases also had a higher number of deaths, so deaths and confirmed cases most likely have a positive 



correlation. Out of all the states, New York had the most confirmed cases and number of deaths - 

almost triple the number of cases and deaths of New Jersey - the second state with the most cases 

and deaths. Even after accounting for the state’s population size, New York’s percentage of deaths 

was still higher than all the other states and provinces in the U.S. One of the challenges that we faced 

was how to use visualizations to show the distribution of deaths in the U.S. from January to April. 

We decided to separate the data by regions and provinces, and use line plots to show the 

distributions. We observed that in the West coast, although California has the highest number of 

deaths, after adjusting for the state population size, Washington and Colorado’s percentage of deaths 

was much higher than California’s. The Northeast region had the most deaths overall. For all the 

regions and provinces, there is an exponential increase in deaths around mid-March and as of April 

18th, most of the states have not seen a decrease in the number of deaths. What was surprising was 

that even though the number of deaths for many countries were well above 1,000, this only 

accounted for less than a fraction of a percent of the state’s population. Even though this is a low 

number, we need to take into account that not the whole population has been infected or developed 

immunity for covid-19 and that some states went into lockdown a lot earlier than others, preventing 

the spread of covid-19 in the population. Our analysis was limited  because we didn’t have 

information on the demographics of the people who died from covid-19, which could further suggest 

whether a particular demographic was more likely to die from the virus, and help to explain why 

certain states or provinces have more deaths than others.  

NY counties: ​The main assumption we made was that the dataset accurately and consistently 

showed the number of new cases per day in each county; we assumed there would be no random 

backlogs in cases per day when recording. When looking at the NY counties dataset, we first wanted 

to see if it would be possible for us to project the total number of cases in the NY counties a week in 

advance. When we did the initial EDA of the number of total cases (by 4/18/2020) in NY counties, 

we definitely saw a skew in the number of cases in NYC. Knowing that NYC has a large population 

density we wanted to see if there was indeed a high correlation with the number of cases. 

Interestingly, of all the features (not including data about cases/days), we found that the number of 

doctors/county had the highest correlation with total number of cases. This is interesting because we 

could interpret this as: confirmed cases locations would be based on which county hospital the 



confirmed person was at/tested. This is a slight nuance from our initial logic that people in NYC 

have higher rates of contracting the virus because they are living/from NYC.  

We made ​2 sets​ of models: one that had cases/day as its features (top row of Figures L,M,N,O) and 

one that didn’t (bottom row of Figures L,M,N,O). The former model was used mainly to address the 

issue of predicting a week in advance. The latter model was more to see if it was possible to predict 

total cases by a certain date without any other previous information about the number of cases 

whatsoever. From our predictions models that used case/day information, we noticed that those 

columns would have the highest coefficients regardless of whether we used a simple linear 

regression or regularized regression model. The model performed relatively well in our small data 

set of just NY counties. For this set of models, the ridge regression model just beat out the linear 

regression model if we compare the MAE. The worst performer was the lasso regression. In our 2nd 

set of models that did not use case/day features, the MAE was significantly higher, although from 

the scatter plots of actual VS predicted total cases, it didn’t look too bad which was pretty surprising. 

A big concern when creating our models initially was we weren’t sure if using cases/day data (from 

1/22-4/11) used to predict the total number of cases by 4/18 would be giving away too much 

information to actually call it a prediction model. The second set of models that didn’t rely on 

case/day features had a lot more emphasis put on total hospitals/doctors per county and population 

density rather than # cases/day like in the other models. Surprisingly, in both sets of models, health 

factors such as percentage smokers/diabetics had little to no major effects on the model. However, 

for the 2nd set of prediction models, the order from best to worst was Elastic 

Net>Ridge>Lasso>Normal Linear if we were to compare the lowest MAE. I think the reason why 

the regularized models did better for models that didn’t have case/day information was that there 

was more of a need to penalize features that didn’t help the model.  

Again, it’s interesting that the amount of medical capabilities AND population density (in certain 

models) dictated the number of cases in our prediction. We had always assumed that just density of 

population would be the main attributing factor in seeing which areas had most cases. Our EDA and 

models draw us to a different potential story/explanation--where cases are largely confirmed 

(generally areas with strong medical capabilities) may not represent where the patients are from. 



However, it is important to note that there could be ethical dilemmas we face with this possibile 

narrative. This model shouldn’t be used solely to make policy on addressing this pandemic. We need 

to look at a multitude of lenses when making decisions and not focus purely at the numbers. There 

may very well be many underlying inequalities and disparities in the number of confirmed cases that 

are not addressed in our simple prediction models that need to be considered when making decisions. 

For example, a certain county could have very few confirmed cases, but we can’t boldly assume that 

people there wouldn’t equally be at risk. Maybe people in those counties don’t have access to 

medical care and aren’t getting tested to confirm whether or not they have contracted the virus. 

Simply looking at our model, that county would look to be in good shape when it’s not.  

Lastly, we definitely had limitations ranging from the level of detail we had from the datasets to the 

amount of null values we had in columns. Additionally, there are aspects that could be better 

improved such as further fine tuning the hyperparameters, adding more features and dealing with 

more precise and up-to date data. Some other steps that could be implemented in the future would be 

to use logistic regression as well.  

 

 
 
 
 


